






 

 
Figure 2: Effect of varying speciation rate and community assembly model on summary 
statistics 
Species richness, rank abundance, rank genetic diversity, and rank distributions for 1000 
simulations generated under neutral (orange), competition (dark blue) and filtering (aqua) 
scenarios with time fixed at 500 generations. From bottom to top, rows of panels correspond to 
simulations with high (  = 0.005), low (  = 0.0005) and no (  = 0) speciation. In the left columnν ν ν  
of panels kernel density plots indicate the distribution of richness across simulations. In the rank 
plots (center two columns of panels), thick lines indicate average rank values and shaded areas 
show plus and minus one standard deviation. The right column of panels shows kernel density 
plots of zero-centered trait distributions. 
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Figure 3: Community summary statistics through time for neutral and non-neutral models 
This plot depicts the temporal change in select summary statistics for the three focal community 
assembly models at three different speciation rates: No, Low, and High corresponding to  = 0,ν  
0.0005, 0.005, respectively. Community assembly models depicted are neutral (orange), filtering 
(aqua), and competition (dark blue). Each subpanel shows the resultant summary statistic for 
1000 simulations equally spaced through time for each model class. Simulated values are 
depicted as points, and a least squares polynomial is fit to better illustrate the trajectory. The far 
left column of panels illustrate species richness on the y-axes (S). The y-axes of the remaining 
columns illustrate the Hill number of order 1 for abundance, genetic diversity, and trait values, 
respectively.  
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Figure 4: Machine learning classification error rates and confusion matrices 
The top row shows random-forest misclassification error rates given different combinations of 
available data axes for varying sizes of local communities (J). Data axes used for each suite of 
simulations are indicated along the top of the figure. The x-axis indicates increasing sizes of J, 
from 500-10,000 in regular intervals. The y-axis indicates probability of assembly model 
misclassification, averaged over 1000 simulations per model class for each J (i.e. lower values 
indicate more accurate classification). In the figure, orange shows neutral simulations, aqua 
shows filtering, and dark blue shows competition. Solid lines indicate precision and dashed lines 
indicate recall. The bottom row shows confusion matrices depicting detailed model 
misclassification rates for data availability scenarios given J values between 9000 and 10,000. 
In these figures, values on the diagonals indicate the proportion of accurately classified 
simulations for each model class. Off-diagonal values indicate misclassified simulations. 
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Figure 5: Machine learning cross-validation parameter estimation 
1000 parameter estimation cross-validation (CV) replicates using neutral community assembly 
model simulations and summary statistics from all data axes. True parameter values are on the 
x-axes and the corresponding point estimates are on the y-axes. A parameter that is well 
estimated will have CV results that fall on or around the identity line (depicted in red). Note that 
ecological strength (​s​E​) has no impact on neutral simulations, which produces the poor CV 
performance in estimating this parameter. 
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Figure 6: MESS empirical analysis 
Empirical classification and parameter estimation of five local communities including snails, 
tropical trees, and island arthropods. Panel A) depicts machine learning classification 
probabilities for each empirical community for three focal community assembly models. The 
proportion of color within each bar represents the proportional predicted model class for 
neutrality (orange), environmental filtering (aqua), and competition (dark blue). Panel B) depicts 
pairwise estimates of five different model parameters under the best classified model for each 
local community dataset. The value along each parameter axis is indicated by the position of the 
representative icon. Parameters depicted include number of individuals per deme (α), ecological 
strength (​s​E​), migration rate (​m​), local speciation probability (ν), and fraction of equilibrium (Λ). 
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